
Key Takeaways

• With Daily Oracle, we can see how LLMs’ performance degrades over time.

• This decline persists even with RAG/access to gold articles.
• The decline comes from the missing future knowledge and outdated language representation.
• Underscore the necessity for ongoing model updates with more current information.

We reveal a clear performance degradation pattern in LLMs’ forecasting accuracy over time

• Question Types: True/False & Multiple Choice

• Time Span: 2020.01 – present
• Size: ～17.2 QA pairs per day (31,510 in total)*

* with the current version until 2024.12
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RAG cannot save the decline Surprisingly, decline persists even with gold articles!Daily Oracle Dataset

TL;DR: Daily Oracle is an automatically generated QA dataset from daily news to quantify how outdated the LLMs are.

Problems

• LLMs have knowledge cutoff dates

• Most of the benchmarks are static
• But the world is changing!

Goal

• A daily updated dataset for continuous evaluation

• Assess LLMs’ temporal generalization and 
forecasting abilities

1. On average, models decline 21.55% on TF questions 

and 11.33% on MC questions.
2. Gradual decline in the recent past & rapid decline in the 

near future

3. Consistent performance decline after September 2021

Knowledge Cutoff

• Allow models to access news articles up to different RAG cutoffs.

• Setup: BM25 retriever + top-5 articles
• With RAG, the overall performance decline pattern still exists!

• ～90% accuracy demonstrates answerability.

• In-context knowledge updates are insufficient -> Representations are outdated
• Continuous model update is necessary.
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